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Anisotropic atomic motion at undercooled crystal/melt interfaces
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Dynamics of crystal growth in pure metals is investigated as a function of undercooling using molecular
dynamics computer simulations. For growth on (100) in fcc and (100) in bec metals, we observe that the
atomic mobility of atoms at the interface far exceeds that in the bulk liquid and that this difference grows with
increasing undercooling. The higher mobility is associated with a small fraction of atoms undergoing long
jumps. These long jumps, moreover, are anisotropic, showing enhancement along closed packed directions in
the crystal. The lengths of the long jumps, however, are considerably smaller than interatomic distances. The
results are interpreted using a defect model of crystallization.
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How atoms rearrange themselves at the interface when a
crystal advances into an undercooled melt remains poorly
understood despite its important role in the processing of
metal alloys or pure metals under extreme temperature gra-
dients. An often employed assumption is that each atom at
the melt/crystal interface hops individually and randomly be-
tween the two phases. The validity of this simple assump-
tion, however, is becoming increasingly questionable as our
understanding of the structure of the interface!~” and dynam-
ics of undercooled liquids improve.®® Recent simulations'®!!
and experiments12 have shown, for example, that classical
solidification models are inadequate to explain the solidifica-
tion kinetics in the deeply undercooled regime. It is now
recognized that a few layers of the melt neighboring the crys-
tal inherit some “ordering” from the crystalline phase.!”’
Theoretically, this partial ordering is found to significantly
increase the crystallization velocity since atoms at the inter-
face transform cooperatively instead of individually into the
crystalline state.* In addition to layering of the liquid phase
at solid-liquid interfaces, lateral ordering of the liquid has
also been observed at heterogeneous interfaces in both
experiments'® and simulations.® For single component mate-
rials, ordering has been observed in simulations of covalently
bonded materials, such as Si,'? and a simple metallic inter-
face, although, in the latter case, the solid atoms were kept at
T=0."

In the present work we have examined the dynamics of
atomic motion in the interface of pure fcc (Ni) and bee (Fe)
metals during solidification over a wide range of tempera-
tures, 0.8 7,,to 0.2 T,, (where T,, denotes the melting tem-
perature). While there is a great number of past molecular
dynamics (MD) simulations on this topic, most of these have
considered only the macroscopic interface velocity!%!1-15:16
or the detailed structure of the interface near the melting
temperature.’ Here we focus on how the local structure af-
fects the interface kinetics. In particular, we show that the
atomic mobility in the solid-liquid interface at large under-
coolings is much greater than in the bulk liquid, that the
enhanced mobility is due to a few atoms undergoing large
displacements, and finally that the long jumps are highly
anisotropic, being strongly correlated with the close-packed
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directions in the relevant crystalline structure.

The simulations were performed using LAMMPS, which is
a parallel MD code.!” Ni and Fe are represented by embed-
ded atom method potentials.'®!® These potentials have been
used widely to simulate the properties of both liquids and
solids, including the kinetics and thermodynamics of solid-
liquid interfaces.!>1%29 The simulation cells, which used pe-
riodic boundary conditions, contained about 6 X 10° atoms
with approximately 3 X 10° atoms per monolayer (ML) along
the z direction. Solid-liquid interfaces were created in one of
two methods. In one, half of the sample was heated to form
a liquid near the melting temperature, this system was then
relaxed for a period of =1 ns at the melting temperature and
joined with a crystal at the same temperature. The combined
system was subsequently relaxed an additional 500 ps using
LAMMPS implemented Nose-Hoover temperature and pres-
sure controls. Pressure control was applied along the z direc-
tion of the cell while holding the x and y sizes fixed at the
equilibrium crystalline sizes. This allowed any excess liquid
to flow and relax via cell elongation. The entire system was
then quenched to a target temperature (ranging from 0.8 T,
to 0.2 T,) at a rate of 10" K ps~'. Then, as the crystalline
front moved, the system was again simulated using global
temperature control with pressure control again activated
along the z direction of the cell. In the second method, half
of the system was heated to a high temperature (twice the
melting temperature) for a period of 10 ps and then the
whole system was brought to the target temperature with
pressure control again activated along the z direction.

In both cases the interface was allowed to move =20 ML
and reach a steady state interface velocity. Only then was the
detailed kinetics studied by monitoring atom motions for a
period of 10 ps. All results reported here are independent of
the method used to produce the initial interface as well the
temperature and pressure control parameters which were var-
ied between 0.1 and 1 ps for the pressure and 0.05 and 0.2 ps
for the temperature.

We note that heat liberated at the solid-liquid interface
results in an increase of interface temperature by 20-50 K.
These thermal gradients are largely artificial in the respect
that the potential does not have an electronic contribution to
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FIG. 1. (Color online) (a) The displacement of the atoms as a
function of position z. The crystalline phase is on the positive z
side. The gray scale is proportional to the number of atoms per unit
distance that have a displacement length D. (b) The centrosymmetry
(solid lines) and the anisotropy ratio y (squares) as a function of z.
The two solid lines represent the centrosymmetry at ¢ and 7+ At. The
dashed line indicates 7y for the interfacial pairs (defined in the text).
(c) The displacement of atoms as a function of z, for interface
temperature=1490 K.

the thermal conductivity and that the whole system is ther-
mostated (including interface atoms). While these thermal
gradients can have a strong effect on interface mobility close
to the melting temperature,?! where driving forces are small,
they have little effect on interface kinetics in the deeply un-
dercooled regime reported here (see e.g., Ref. 11 and details
below).

We report first on the mobility of atoms in undercooled
liquid Ni near the crystal/melt interface. This is done by
finding the displacement D of each atom during a fixed pe-
riod A, i.e.,

D; =5t + Ar) - x,(0)]. (1)

The subscript i is the atom label, and x is the position vector
of the atom; Ar=1.3 ps. This time represents the time re-
quired for the crystal to advance ~1 ML=~1.8 A, which is
the lattice spacing of the (002) plane. Figure 1(a) shows a
contour plot of the numbers of atoms with a final position z
and a jump distance D, for Ni at a temperature of 660 K. The
location of the interface at time, ¢, can be determined by
plotting the average centrosymmetry factor (CSF) of atoms??
as a function of z; this is shown as a solid line in Fig. 1(b).
The two curves represent the CSF determined at ¢ and at ¢
+Atr. The CSF is a convenient way to distinguish the local
environment of an atom since the crystalline phase has a
much lower CSF than the disordered phase. From Fig. 1(b),
we see that the interface extends over a thickness =7 ML.
This thickness, in fact, represents the roughness of the crys-
talline interface, which can be directly observed from the
image of the interface. By comparing Figs. 1(a) and 1(b), we
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see that the atoms near the interface have larger displace-
ments in comparison to those in the bulk liquid or crystalline
solid. Note that D remains large for 2-3 ML even though the
CSF has already increased to the liquid value. This indicates
that these 2—-3 ML are largely disordered but that their struc-
ture and dynamics are different from those of the bulk melt.
In the 2-3 ML abutting the crystalline phase, partial ordering
in the z direction, similar to that reported in Ref. 5, can be
observed visually from the image of the interface, although
we do not show it here.

The increase in interface mobility found above at 660 K is
also observed for temperatures up to =1200 K; it does dis-
appear, however, at still higher temperatures (1490 K), as
shown in Fig. 1(c). This occurs simply because atoms in the
liquid phase become more mobile with temperature and
eventually this motion outweighs the interface motion shown
in Fig. 1(a). This perhaps explains why a similar enhance-
ment in mobility was not observed in studies performed near
the melting temperature.® In the following, we focus on the
results for Ni at 660 K, although the main observations are
insensitive to temperature between 300 and 1200 K.

The value of D calculated in Eq. (1) can originate from
various diffusion mechanisms, e.g., relative motion between
neighboring atoms, atomic vibrations, rotation of a small
group of atoms in the melt, and density change of the melt
during solidification. We thus consider the relative displace-
ment of neighboring atoms during solidification, rather than
total displacements, as this separates the atomic rearrange-
ments near the interface from other motions. We thus define
the relative displacement vector R;;

R;=[5(t+ A0 - 5] - [5(+A) - 5] (2)

The subscript j labels the nearest-neighbors (NN) atoms of
atom 7 at time ¢. In order to restrict our analysis to include
only relative displacements of NN and exclude next-nearest
neighbors, we choose a cut-off radius of 3 A to define NN
atoms. This value is =10% smaller than the distance to the
first minima in the pair correlation function; it neglects =9%
of NN. The use of Eq. (2) effectively eliminates small but not
insignificant density changes due to solidification. To deter-
mine R;; at the interface, we examine atoms within 8 ML of
the interface [represented by the arrow in Fig. 1(a)]. In order
to identify the real interface atoms from these, we choose
atoms that had a centrosymmetry >3.5 at r and <3.5 at ¢
+ At are chosen. These atoms are the ones that changed state
from a liquid to a crystalline structure within A¢. The number
of atoms identified this way, corresponds to =~1.2 ML of
atoms per At, i.e., =3800 atoms. These atoms are labeled as
atom i in Eq. (2). Their NN’s, found at time ¢, are labeled as
atom j. We denote pairs determined by this criterion as in-
terfacial pairs. R;; is calculated by following the positions of
the interfacial atom pairs at ¢ and r+At.

Figure 2 shows the probability distribution P(R)dR of
finding a vector with magnitude R for all the interfacial pairs
(the line labeled “interfacial pairs™). For comparison, the dis-
tribution for all the NN pairs in a uniform melt is shown as
the black line. The distribution for atoms in the bulk melt fits
well with a Gaussian, as would be expected for local random
vibration of atoms. For the interfacial pairs, we fit the portion
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FIG. 2. (Color online) The probability distribution of the relative
displacement vector R for a bulk melt, interfacial pairs, and inter-
face pairs with R pointing to the in-plane (110) directions. The
dashed lines are Gaussian fits to the curves. The shaded region
under the curve labeled “interfacial pairs” represents the long
jumps.

at small R with a Gaussian (the dashed line) and a residue at
large R, the shaded region in Fig. 2. We refer to the motion
represented by the shaded region as “long jumps” but bear-
ing in mind that they are still less than one atomic distance.
The shaded region accounts for =20% of the total number of
pairs. From this result, we see that the high mobility at the
interface is not simply an increase of the overall vibration
amplitude as would have been suggested by the locally lib-
erated latent heat (note the non-Gaussian distribution and
only a small shift in the peak position) but rather it is due to
the small portion of atoms making particularly long displace-
ments.

We consider these interfacial pairs further by characteriz-
ing the directionality of the average jump distance. We cal-
culate the average value of R in different directions, which
can be represented by a contour plot on the surface of a unit
sphere. The projections onto the x-z and x-y planes are
shown in Figs. 3(a) and 3(b), respectively. Positive z points
toward the crystalline phase. Distinct peaks can be observed
along the close-packed (110) directions with the (110) direc-
tions parallel to the interface having particularly strong in-
tensities. As expected, the peak pointing toward to the crystal
is stronger than the peak pointing away from it. To quantify
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FIG. 3. (Color online) Contours plot of average R at different
directions, projected onto the (a) x-z and (b) x-y plane for the
Ni(001) interface at a temperature of 660 K. Positive z represents
vectors pointing toward the crystal.
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FIG. 4. (Color online) The same contour plots as Figs. 3(a) and
3(b) for bee Fe(001) interface at 640 K.

the directionality, we define a ratio vy equal to the jump dis-
tance at the peaks [the squares in Fig. 3(a)] divided by the
average jump distance for all pairs. For the interfacial pairs,
v equals 1.25 [shown as the dashed line in Fig. 1(b)]. We can
also determine 1y as a function of z. Instead of choosing pairs
based on the change in centrosymmetry, we now choose
pairs based on the final position of the atom i. The change in
v as a function of z is plotted in Fig. 1(b). We see that the
disappearance of the directionality tracks closely with the
change in centrosymmetry, thus illustrating some in-plane
ordering of the liquid near the interface. We note that further
from the interface, even though long jumps are still found,
the directionality is lost (i.e., y=1).

We also determined P(R)dR for the interfacial pairs lying
within these peak directions. The result is shown as the red
line in Fig. 2. An excess of long jumps is found in this subset
of interfacial pairs; the fraction of long jumps between 0.4
and 1 NN distances increased by =40% compared to that for
all interfacial pairs. Noteworthy is that while the orientation
of these long jumps agree with the symmetry of the crystal-
line interface, the jump distance is surprisingly far shorter
than the NN distance. The symmetry of the jumps, therefore,
cannot be a simple consequence of atoms moving from one
site on the crystalline interface to another. Results similar to
these for Ni are observed in BCC Fe. Using the same meth-
ods for an Fe interface at 640 K, we obtain the results shown
in Fig. 4. The peaks are now found along (111) directions,
which correspond to the close-packed directions of the bece
lattice.

Our results show that less than =20% of the interfacial
pairs undergo long jumps. We believe that these long jumps,
which are far fewer away from the interface, play an impor-
tant role in the solidification process. Since the fraction of
atoms making these jumps is small, each jump on average
must lead to the transformation of several other atoms. This
suggests that the transformation occurs via the rearrangement
of a group of atoms instead of the attachment of individual
atoms to the crystal. In order to characterize the nature of this
rearrangement, we have examined the spatial correlation
(projected onto the x-y plane) of atoms leaving the liquid and
joining the crystal in the time interval, Az, for 1 ML to crys-
tallize. The value of the correlation function is normalized to
1 for a uniformly crystallized layer. Figure 5 illustrates that
the correlation is larger than 1 for small distances. This
means that groups of atoms transform from the melt to crys-
tal with a correlation length of =0.5 nm. For reference, a

020201-3



CHAN, AVERBACK, AND ASHKENAZY

Probability per unit area

0 5 0 15 20
radial distance (A)

FIG. 5. The spatial correlation of atoms that will solidify in a
time interval Ar where 1 ML of atoms is solidified. The x axis
represents distances between atoms projected onto the x-y plane.
(Inset) A projected image shows the initial positions of the solidified
atoms.

projected view of the interface showing only the atoms that
solidify in Az, is included as an insert in Fig. 5. These cor-
relations might suggest a defectlike mechanism of crystalli-
zation, whereby a defect in the ordered liquid annihilates in
the interface and is accompanied by local relaxation of sev-
eral neighboring interfacial liquid atoms.

We find this “defect-based” description of a liquid attrac-
tive in explaining solidification kinetics since it connects the
crystal structure with the liquid structure, i.e., the solidifica-
tion process is simply the annihilation of defects (e.g., inter-
stitials) at the interface. Indeed, a recent study'® showed that
atoms in the crystal/melt interface that underwent long jumps
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in Fe, similar to those found here, had the distinctive struc-
ture of a dumbbell interstitialcy defect prior to joining the
crystal. To compare this finding with the current result, we
determine the quantity R; defined in Eq. (2) for an interstitial
atom in crystalline Ni with its NN when it undergoes one
jump in the crystal; an intersticialcy defect consists of two
atoms sharing one lattice site. We found that six of these
relative jumps are at or close to the (110) directions with its
distance ranging from 0.9 to 1.2 A. This distance is shown
in Fig. 3 for comparison with the distribution of displace-
ments of interface atoms. We see that our result, that many
atomic displacements in the interface have the symmetry of
the lattice but which have a jump distance much smaller than
interatomic spacing, can indeed be explained by interstitialcy
motion.

In summary, our analysis shows that the atomistic mecha-
nisms underlying the solidification process is more complex
than the simple attachment-detachment process assumed in
classical solidification models and that structural order on the
liquid side of the interface plays an important role. We find
that =20% of the atoms undergo particularly long displace-
ments in moving from the liquid to the solid, and that the
directions of these jumps have a tendency to align with the
underlying close-packed directions of the crystal, (110) for
fcc Ni and (111) for bee Fe. Our results also suggest that
relaxations around the long jumps lead to a rearrangement of
nearby atoms and crystallization.
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